With criteria-based recall prompting,

we Callh measure

how much diversity

LLIMs can extract! o i; comparable to humans!

How Far Can We Extract Diverse Perspectives from Large Language Models?

Background: As collecting diverse human opinions Is costly, this leads to a recent trend in human-LLM

collaboration for generating diverse data. However, the extent of LLMs' capability to generate maximum

diversity remains unexplored.

Results:

Agree or Disagree? Social-Chemistry-101

“You are expected to do what you are told.”

Change My View

Hate Speech Moral Stories

Change My View

GPT-4 GPT-4 Social-Chemistry-101
,/,”.\ ,:"::; 81 81 D5 . 20
- /’,/)—\‘ g 5 71 :q—-.‘) 40:) 18
::: Mixtral </ GPT-40 Mixtral .~ ~GPT-40 5@ S0 34 3 %
./’ 4 ,, \?,‘.A".’ ;,/,//:’ \;‘/" § 4 § 54 g g %-g
> LLM i =4 agree g: agree g hate g 8
o 1 .2 3 4 { R 2 & 5 disagree | % > disagree | # 2 not hate | # S
:> o _ & 2345 8 11 14 17 20 2 5 8 11 14 17 20 2 5 8 11 14 17 20 2 5 8 11 14 17 20
. % L= #generated opinions #generated opinions #generated opinions #generated opinions
v+ Compressed LLaMAB&\:::;-_—‘:‘\*:: """ ~ ChatGPT LLaMA3 ChatGPT
" - = e
— S Diversity U ks i
GPT-3 GPT-3
‘;‘ ----- criteria 1-shot  --e-- criteria 5-shot = -—-e-- criteria 1-shot - criteria 5-shot R . .
pushing v »-- free-form 1-shot free-form 5-shot o-- free-form 1-shot free-form 5-shot LLMs genera”y mimic human Va|ueS, but sometimes focus too much
\the bar = g on rule-following notions and extreme freedom.
)
~ . : :
. |V| 2 (a) You are expected to do (b) It's okay to be excited about w0 Indepeagnce .
\ LLM ' o < what you are told. finding a rare piecWhing M 75 1 | perscor:g:ce responsibility
M 60 ] PUNE
H uiny Generation l:l Al 2001 2 ‘). a0 Q.) © respect empathy | *houndaries freeee practicality
V “~ - ] 25 1
g 100 20 * 20 - trust = cultural rivac h
" O " 0 P Y honesty
- g qry . responsibility honesty nopm
0 0 -
») 01 l’l O o —251 :
Di ity C ' * S s ‘q D| 2] o® 201 communication oty —sol?dmdualIty autonomy communication
! e C;/Verage ‘.-:-.A _ J‘ % o ~a0 accountability mental health | -75 self-
- (reca ) ooooo o ® ‘ ® -60 personal I 100 4 personalt oy care
9 , . . . growth growth WS @ owth
-4 - 0 400 —40 -20 0 W 80 -60 -40  —20 0 20 40 60 40  —20 0 20 0 60 80
‘ human agree . LLM agree (a) Agree (b) Disagree
‘ H di LLM di * statement
uman disagree ISagree Human " GPT-4 B Liama3 W Mixtral

Methods

n Criteria-Based Prompting

" Statement: It's okay to have privacy
Tell me opinions about the statement as many as possible from different

people with "Agree” or “Disagree,” one-word or one-phrase criteria that is
important for their opinions, and explain how they have different opinions
Output:
{ 1. {"Stance”: "Agree’,

“Criteria”; ["personal boundaries”, "autonomy”]

"Reason”: "Having privacy allows individuals to establish personal

boundaries and maintain their autonomy."}
2. {'Stance”: ...}

A

one-shot example

.

}

100 {..}

Statement: You are expected to do what you are told.

Conclusion: This work introduces a new task o

(LLMs), and we propose a new prompting meth
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f extracting maximum diversity from Large Language Models

od: criteria-based prompting.
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